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Abstract

Combinatory categorial grammars are linguis-
tically motivated and useful for semantic pars-
ing, but costly to acquire in a supervised way
and difficult to acquire in an unsupervised
way. We propose an alternative making use
of cross-lingual learning: an existing source-
language parser is used together with a par-
allel corpus to induce a grammar and parsing
model for a target language. On the PASCAL
benchmark, cross-lingual CCG induction out-
performs CCG induction from gold-standard
POS tags on 3 out of 8 languages, and un-
supervised CCG induction on 6 out of 8 lan-
guages. We also show that cross-lingually in-
duced CCGs reflect known syntactic proper-
ties of the target languages.1

1 Motivation

Combinatory Categorial Grammar (CCG; Steed-
man, 2001; Steedman and Baldridge, 2011) is a
grammar formalism known for its elegant han-
dling of coordination, its transparent syntax-
semantic interface, its computational efficiency,
and its strongly lexicalized approach, which uses
few and very general rules, and puts all that is
language-specific into the lexicon. CCG has been
successfully used for statistical syntactic parsing
and has emerged as a leading grammar formal-
ism in semantic parsing. CCGs used in most
work to date are either hand-crafted (Zettlemoyer
and Collins, 2007; Kwiatkowski et al., 2013; Artzi
et al., 2015) or extracted from large syntactically
annotated corpora (Curran et al., 2007; Reddy
et al., 2014). In either case language-specific hu-
man effort is required. Acquiring CCGs in an
unsupervised way is difficult and does not reach
the performance of supervised methods (Bisk and
Hockenmaier, 2013). As a result, most research

1This submission is an extended abstract of Evang (2019).
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Figure 1: Projection of an English CCG derivation to
an Italian translation. The indices distinguish different
instances of categories.

focuses on English and other languages are ne-
glected, meaning that speakers of other languages
have delayed or no access to CCG-based semantic
parsing technology.

We propose to overcome this bottleneck by in-
ducing CCGs cross-lingually, i.e., transferring an
existing grammar from English to other languages
via unannotated parallel data. The process is il-
lustrated for one English-Italian sentence pair in
Figure 1: the English sentence is parsed by an ex-
isting CCG parser and word-aligned to the Italian
sentence. Italian words receive categories equiva-
lent to those of the aligned English words, and a
semantically equivalent derivation is built for the
Italian sentence. With enough derivations pro-
jected in this way, they can be used to extract a
CCG lexicon and to estimate parameter weights
for parsing the target language.

Unlike previous competitive methods for CCG
induction such as Bisk and Hockenmaier (2013),
our method does not require the training data to
be POS-tagged. It also induces more fine-grained
labels. In this work, we compare the performance
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of parsers trained using our method to previous in-
duced CCG parsers. We also investigate whether
the cross-lingually induced CCG lexicons corre-
spond with linguistic insights about the target lan-
guages.

2 Summary of Method

We start by extracting sentence pairs from a paral-
lel corpus, parsing the source-language side with
the existing parser, and do unsupervised word
alignment using standard methods from machine
learning. The result is exemplified in the up-
per half of Figure 1: a source-language deriva-
tion where the lexical categories are aligned to
target-language words. We now induce the target-
language derivation by transfering lexical source-
language categories to the aligned target-language
words and applying CCG’s combinatory rules to
obtain a derivation. There are some complications
to this:

1. Many-to-one alignments. In our example,
He had is aligned to Aveva. We deal with
such cases by applying CCG’s combinatory
rules to the source-language phrase, thereby
obtaining a single category to assign to the
target-language word.

2. Unaligned source-language words. A com-
mon occurrence is that the source language
uses an article where the target language does
not, leaving it unaligned. We ensure success-
ful projection by converting NP /N words to
type-changing rules in such cases.

3. Word order. Word order may differ between
source and target sentence. This means we
need to change the directionality of some
slashes. We present an algorithm to do this
fully automatically.

4. Ambiguity. Since we construct the target
derivation by applying CCG’s combinatory
rules, we need a way to deal with pars-
ing ambiguity. We eliminate most ambi-
guity by indexing categories for this pur-
pose (e.g., NP1 and NP3 in our example are
treated as distinct) and by enforcing normal-
form constraints. The remaining ambiguity
mostly stems from ambiguous word align-
ments, which we use to improve recall. We
describe a heuristic that we use to determine
a single winning parse per sentence pair.

Once we have constructed target-language
derivations in this way, we use them to train a su-
pervised CCG parser for the target language in the
standard way.

3 Summary of Results

The PASCAL benchmark for multilingual gram-
mar induction includes Arabic, Czech, Dan-
ish, Basque, Dutch, Portuguese, Slovenian, and
Swedish. Our approach outperforms the best
unsupervised CCG induction system (Bisk and
Hockenmaier, 2013) on Danish, Dutch, and Por-
tuguese, and additionally on Arabic, Czech, and
Danish when no use of gold-standard POS tags is
allowed (Bisk et al., 2015).

We show that the CCG lexicons induced by
our system reflect known typological properties of
some target languages, such as 1) SVO and SOV
word order in German and Dutch, 2) absence of
do-support of German, Dutch, and Italian, 3) par-
ticle verbs in German and Dutch, 4) order of noun
and attributive adjective in German and Dutch vs.
Italian, 5) pro-drop in Italian.

4 Typological Significance

Our approach is an interesting testbed for CCG’s
approach to multilinguality, where combinatory
rules are thought of as universal, and everything
that is language-specific is in the lexicon. This ob-
viously concerns the specific vocabulary of each
language, but also features that are not normally
thought of as lexical, such as word order. For
example, a CCG lexicon for Italian would con-
tain a high-frequency category N \N for attribu-
tive adjectives, whereas for languages such as En-
glish N /N would be the more frequent one due to
the differing word order. Similarly, in a lexicons
for languages such as German and Dutch, both
(S \NP)/NP and (S \NP)\NP would be fre-
quent transitive verb categories due to the mixed
SVO/SOV order. We have shown that this view is
very promising for multilingual NLP and in partic-
ular for cross-lingual grammar induction, because
it reduces grammar induction to lexicon induction.
This let us obtain promising results with a concep-
tually simple method.

Future work will delve more deeply into typo-
logical features other than word order, such as ana-
lytic vs. synthetic encoding of tense, and into a ty-
pologically more diverse range of languages than
we have so far explored.
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