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1 Introduction

Unlike traditional statistical machine translation,
neural machine translation (NMT) has enabled
translation between multiple languages using
a single model (Ha et al., 2016; Johnson et al.,
2017). It enjoys easier maintainability and pro-
duction deployment, without changing the model
architecture and hurting performance so much.

However, its simplicity raises a natural ques-
tion: how the multi-lingual model handle the
multilingualism? Recent work has shown
that the representations learned in neural ma-
chine translation models encode a great deal
of linguistic information, such as morphol-
ogy (Belinkov et al., 2017a; Bisazza and Tump,
2018), syntax (Shi et al., 2016), and semantics
(Belinkov et al., 2017b; Poliak et al., 2018). How-
ever, most analyses are for models which translate
in one direction, and only little is known about the
linguistic competence of multilingual NMT mod-
els.

The goal of this work is to understand the fol-
lowing question: how much do multilingual NMT
models capture the universality and variation of
languages? Specifically, we will answer the fol-
lowing questions in this paper:

• How much typological information does each
module in a model contain?

• How do the architectural choice of a model,
specifically the subword or character model,
affect the ability to capture linguistic typol-
ogy?

The experimental design in this work is simi-
lar to Malaviya et al. (2017), where they trained a
many-to-one multilingual NMT system to predict
the typological features of the languages. How-
ever, we differ in that, while they focus on learning

representation that can be used to predict missing
features in typological databases, we aim to an-
alyze the linguistic property of multilingual NMT
models and conducted more fine-grained analyses.

2 Methodology

2.1 NMT Training

For a fair comparison among languages, we
need sentences aligned in multiple languages.
In this experiment, we use the Bible Cor-
pus (Christodouloupoulos and Steedman, 2015),
which contains translations of the Bible in 100 lan-
guages. We extracted verses aligned among 58
languages, and then split them into train/dev/test
sets, which resulted in 23,555/455/455 verses re-
spectively. The test data is used afterward for the
following typological prediction task.

The NMT model is the attentional encoder-
decoder model similar to Luong et al. (2015). The
model has two stacked LSTM layers for the en-
coder and decoder, and the sizes of embeddings
and hidden states are set to 500. The model is
trained in the many-to-one scheme, i.e., translat-
ing from multiple languages into one single target
language. Following Johnson et al. (2017), we do
not explicitly specify the source language which
the model is translating.

Sentences are segmented by sentencepiece
(Kudo, 2018), a language-agnostic tokenizer. For
the source languages (57 languages in total), we
created a shared vocabulary with the size of
32,000. For the target language (English), the vo-
cabulary size is set to 8,000. We also experimented
with character tokenization.

2.2 Probing Task

We investigate the extent to which the NMT
model captures the typology of the source lan-
guages. We use the URIEL Typological Database



(Littell et al., 2017), which compiles typological
features of languages extracted from multiple lin-
guistics sources. We only use the syntactical
features, which amount to 103 features, from
the database (e.g., S SUBJECT BEFORE VERB,
S PLURAL PREFIX), as we focus on features
that would be directly learned in translation.

Our approach utilizes a probing task (Adi et al.,
2017; Conneau et al., 2018). We train a logistic
regression classifier with the sentence representa-
tions extracted from the trained model to predict
the typological features of the source language.
We performed 10-fold cross-validation, with no
overlapping of languages in each train/test set. As
the data in the test set is of the languages unknown
to the classifier, the accuracy indicates how much
the extracted representation generalizes about the
typological features across languages.

3 Results and Discussion

This section presents the results for the two ques-
tions we asked: How much typological informa-
tion does each module in a model contain?; How
do the different architectures of a model, specif-
ically subwords or characters model, affect the
ability to capture linguistic typology? Table 1
summarizes the result with the majority baseline.

Encoder Decoder Attention
majority 80.90%
subword 84.90% 80.10% 81.30%
character 87.00% 80.10% 84.90%

Table 1: The accuracy of typology prediction using
features extracted from different layers of the model.
The values are averaged across all the predicted typo-
logical features and languages. Encoder and Decoder
represents the output from the top layer of the encoder
and decoder respectively. The lower layers gave lower
accuracy in most cases. Attention is the representation
after computing attention, before the output projection
layer.

Effect of module
The representations from the encoder predict the
typological feature of the source language signif-
icantly better than the majority baseline, whereas
the decoder sees almost no improvements from the
baseline. This indicates the encoder is aware of
what language it encodes, whereas the decoder is
ignorant of the source and focuses on generating
the target language.

However, although the decoder is unaware of
the source language, the representation from the
attention, again, contains the typological infor-
mation on the source language. This indicates
the limitation of the current shared-attention ar-
chitecture. Ideally, to achieve the most efficient
parameter sharing in multilingual translation sys-
tems, target sequence generation should be ig-
norant of the source language properties, as the
sentences with the same meaning are eventually
mapped to the same target sequence regardless of
the source language. In other words, the decoder
has to generate a word sequence based on interlin-
gua, i.e., shared meaning representation across all
languages (Richens, 1958; Schwenk and Douze,
2017; Johnson et al., 2017). This result confirms
that attention is one of the obstacles to language-
agnostic generation of the decoder, and is in line
with recent efforts to improve multilingual NMT
by seeking neural interlingua (Lu et al., 2018;
Cı́fka and Bojar, 2018).

Subword vs. characters
The character model is more predictive of typo-
logical properties than the subword model in ev-
ery layer. This can be attributed to the abil-
ity of the character model to capture morphology
(Qian et al., 2016; Belinkov et al., 2017a), which
is verified by the top 5 typological features that see
improvement from the subword model to the char-
acter model. Three of them are features concern-
ing part-of-speech (ADJECTIVE and NOUN),
and one is about dependency marking:

• S ADJECTIVE AFTER NOUN

• S ADJECTIVE BEFORE NOUN

• S INDEFINITE WORD

• S ADJECTIVE WITHOUT NOUN

• S TEND DEPMARK.

4 Conclusion

We will continue to experiment with another
dataset, larger models, and different target lan-
guages to verify the observation in this paper and
conduct further analyses. We also intend to use
other probing tasks, such as universal part-of-
speech tagging and natural language inference, to
investigate the generalization ability of multilin-
gual NMT models across languages.
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